
JOURNAL OF 
PURE AND 
APPLIED ALGEBRA 

Journal of Pure and Applied Algebra 111 (1996) 303-323 

Multiplication and combinatorics in the Steenrod algebra 

Judith H. Silverman 
Department of Mathematics, Indiana University, Purdue University at Columbus, 4601 Central Ave., 

Columbus, IN 47203 - 1769, USA 

Communicated by E.M Friedlander; received 13 October 1992; revised 23 February 1993 

Abstract 

This paper is concerned with multiplication in the mod-2 Steenrod algebra, as expressed in 
terms of both the Milnor basis and the basis of admissible elements. Part I describes techniques 
for graphically representing Milnor basis elements and for interpreting combinatorially the ma- 
trices that arise in their multiplication table, and Part II provides a method for the simultaneous 
computation of families of Adem relations. Part III combines the techniques of Parts I and II to 
identify constraints on the Milnor basis elements which occur in the image under the canonical 
anti-automorphism of certain products. 

PART I. MULTIPLICATION OF MILNOR BASIS ELEMENTS 

1. Preliminaries 

The Milnor basis of the mod-2 Steenrod algebra d(2) of cohomology operations is 

indexed by sequences T = (tl, t2, . . . .) of non-negative integers almost all of which are 

0 [4]. If T is such a sequence for which tl = 0 for I > n, we denote the corresponding 

basis element by Sq(T) = Sq(tl,. . ,t,,); its dimension is JSq(T)I = ci(2’ - 1)ti. For 

T = (t), the corresponding basis element Sq(t) is the Steenrod square commonly 

denoted Sq’. The product Sq(al ) . ’ .Sq(a,) is called admissible if a, 2 2ar+l for r < n 

and a, > 0 if n > 1. Admissible elements themselves form an (additive) basis of 

d(2) [7]. For both bases it is known how to express the product of two generators 

as a sum of other generators; these product formulas are discussed in Parts I and II 
respectively. 

Both of these multiplication formulas involve binomial or multinomial coefficients 

taken mod 2. A well-known theorem due to Lucas gives a criterion for the binomial 

coefficient (i) to be odd: Let n, . . . nl no and pa . . . p1 po be the binary representations 
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of n and p respectively. We write n >i p to mean ni > pi and we say n dominates 

p (n 3 p) if ni +i pi for all i (so that in particular, 12 2 p). It is proven in [3] 

that the coefficient (i) is odd _ n 3 p [ w n > n - p]. In other words, each 

power of 2 appearing in the binary representation of n appears in exactly one of the 

binary representations of p and n - p. More generally, if m > 3 and Cy=, pi = n, the 

multinomial coefficient giving the number of ways to divide a set of n elements into 

m subsets of orders ~1,. . . , pm is written 

( n PI I P2 I . . . [pm )= (;,) (“6p’) (n-(;+-Pi))... 

X ( n-(p1+p2+..*+pm-1) 

Pm ). 

Lucas’s theorem and an inductive argument imply that (P, , p2 1 ,,_ , pm) E 1 (mod 2) 

u each power of 2 in the binary representation of n occurs in exactly one of the 

binary representations of ~1, ~2, . . . , pm. 
The Steenrod algebra acts on F2[xi , . . . ,x3], the polynomial algebra on s generators 

s 

Xi of dimension 1, which is the mod-2 cohomology ring of ‘RPM x . . . x RP”\. The 

excess of an element 6 E d(2) is given by ex(8) = min{s^ : 8(xlx2.. .xi) # 0 E 

F2b1 , . . . ,x:1 }. In [2] , Kraines proves that ex[Sq(T)] = C;=, tr and that the excess 

of a sum of Milnor basis elements is the minimum of the excesses of the summands. 

The Steenrod algebra is a connected Hopf algebra, and as such has a unique antiau- 

tomorphism x such that xSq( 1) = Sq( 1) and ~~E1Sq(i)$3q(n - i) = 0. In [4], Milnor 

proves that xSq(w) is the sum of all Milnor basis elements of degree w. Kraines’s 

theorem of the previous paragraph implies that ex[xSq(w)] = p(w), where p(w) is 

the number of summands in the most efficient way of writing w as a sum of numbers 

of the form 2k - 1 [4]. That is, p(w) = min{m : w = CE,(2k - 1) for some 

integers ki } . 

In what follows, we will be writing numbers in vertical binary; i.e., in binary 

notation with powers of 2 increasing from top to bottom rather than from right 

to left. 

2. Combs 

2.1. Notation 

Recall that the dimension of the Milnor element Sq(T) = Sq(tl, . . . , tP) is given 

by JSq(T)I = Cf(2’ - 1)~. We interpret this dimension as the value of the sequence 

T = (tl , . . . , tP) in a system in which the Zth term counts for 2’ - 1 times its face value, 

Since 2’ - 1 is written in vertical binary as a column of I 1 ‘s, we may represent the 
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sequence with the picture 

AL A 
1 1 1 1 1 1 1 1 1 1 1 1 1 . . . 1 1 . . . . . . 

1 1 1 . . . 1 1 1 1 1 . . . 1 1 
. . . . . . . . . . . . . 

... . . . .:. . . 

1 1 1 . . 1 1 

(1) 

This picture, or any obtained from it by a permutation of columns, will be called the 

comb C(T); a column of 1 l’s is a tooth of length I, and its value viewed as a vertical 

binary number, 2’ - 1, is its weight. The weight of a comb is the combined weight 

of its teeth, which equals the dimension of the corresponding Milnor element. In view 

of Kraines’s result, cited above, the number of teeth of a comb is the excess of the 

corresponding Milnor element; we define the excess of C(T) to be ex(Sq(T)) = Cti. 
The rows of a comb are numbered from the top, starting with the 0th. 

Combs admit structures, difficult to describe in the world of Milnor elements, which 

simplify the task of determining whether a given Milnor element appears as a sum- 

mand in the product of two others. These structures are described in the following 

sections. 

2.2. Bundles 

In order to discuss the multiplication of Milnor basis elements in terms of combs, it 

is convenient to be able to manipulate the teeth of a comb in groups as well as singly. 

A bundle of size 2O is a collection of 2a teeth of the same length. Such a bundle is 

represented in column form as a sort of generalized tooth having the same number of 

l’s as the teeth comprising it but preceded by a number of O’s corresponding to the 

power of 2 involved. Four teeth of length 3, for instance, have a combined weight of 

4(23 - 1 ), which in binary notation is written 

0 

0 

1. 

1 

1 

In general, a column consisting of 0 O’s above 1 l’s can be unambiguously identified 

as a bundle of 2’ teeth of length 1. 

Let T = (tl,..., tP) as above, and let C(T) be its comb. Any way of writing the 

t[, 1 5 I 5 p, as sums of powers of 2 gives rise to a bundle structure on C(T): if 
t, = 2Q,’ + 2W. I + . . . + 2%. i then the teeth of length 1 are arranged in bundles of size 
2W.l ,...> 2%,!. The order of ‘the bundles is not important. Of particular interest is the 

canonically bundled comb Cb(T), in which the teeth of length 1 are bundled according 
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to the binary representation of tl. For example, the canonical comb Cb(9,7,6,1) is 

01 001 001 

0 011 011 

0 1 1 11 1. 

1 1 1 1 1 

A bundled comb encodes the same information about Sq(T) as does the underlying 

comb C(T). In particular, as a bundle of size 2” has its topmost 1 in the crth row, one 

obtains the excess of Sq(T) by adding up the place values of the topmost l’s of the 

generalized teeth of any bundled comb for T. 

2.3. Partitions 

One more piece of structure is necessary to discuss Milnor multiplication in terms of 

combs. A partitioned comb is one in which each tooth is split in two horizontally. More 

precisely, it is a comb along with a choice, for each tooth r of length 1, of a partition 
number 0 < 7-c(~) 5 I indicating that the tooth is to be split above the n(r)th row. 

Graphically we represent the partition number of each tooth as a horizontal “partition 

line” across the tooth: 

A ? A --- 1 1 1 ~1iii...ii ill 11 . . . 
iii 11 i iL... i 1 

....‘.. . . . ,. . . . . . . . . . . . . . 

1 1 1 i1 

The teeth of partitioned combs can be combined into bundles as before; the generalized 

teeth of a bundled partitioned comb represent sets of 2’ teeth with the same length and 

partition number. Conversely, a bundled comb can be given a partition: in this case, 

each generalized tooth r of size 2” and length 1 is assigned a partition number 0 5 

$2) 5 I indicating that the generalized tooth is to be split above the (o+rc(z))th row. 

A partition of the (ordinary) comb C is compatible with a bundle structure on C if 

one can indicate the partition on a picture of the bundled comb. Technically speaking, 

the condition is as follows: given integers 0 i rc 5 I, let NA be the number of teeth of 

length I required by the partition structure to have partition number r-c. The partition 

is compatible with the bundle structure if the generalized teeth of each length 1 in the 

bundled comb can be arranged in 1 groups in such a way that the number of ordinary 

teeth represented in the xth group is N,. ’ Each generalized tooth in the nth group is 

then assigned the partition number 7~. 
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Example. If T = (4), the partition of C(T) given by 

-- 
1111 

is compatible with the first of the bundle structures pictured below, with the assignment 

of partition numbers to teeth as indicated, but is not compatible with the second of the 

bundle structures: 

00 0 

il 0. 

Finally, we define the first part (resp. second part) of a partitioned bundled comb 

K to be the bundled comb obtained by replacing all the l’s of K below (resp. above) 

the partition lines with blanks (resp. O’s). 

In our discussion of the Milnor product formula below, we shall see how the notions 

of bundled and partitioned combs simplify the work involved in determining if a given 

Milnor basis element occurs in the product of two others. From now on, all combs 

(resp. teeth) will be understood to be bundled (resp. generalized). 

3. Multiplication 

3.1. The Milnor product formula 

Let R = (rl ,. . .,rm), S = (s,,.. . ,s,,), and T = (tl,. . ., tP) be sequences of non- 

negative integers with ISq(R)I + ISq(S)l = (Sq(T)I. Our goal is to determine if Sq(T) 
is a summand in the product Sq(R).Sq(S), . i.e., if Sq(T) appears with coefficient 1 in the 

unique representation of 8 as a sum of Milnor basis elements. In [4], Milnor describes 

the product in terms of certain matrices: Let XR,S be the set of infinite matrices * x01 x02 . . . 

x10 x11 x12 *.. 
X= 

i 1 x20 x21 x22 ... 
. . . . . . . . . . . . 

of non-negative integers with x00 omitted such that 

52jXij = ri for all i > 1, 
j=O 

pij=Sj foralljzl. 

(2) 

For each matrix X E A&J, define the sequence T(X) = (tl, t2, . . .) by t[ = Cf=yXi, 1-i 
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and let b/(X) be the multinomial coefficient 

n \ 
XO,f I q-1 I ... I Xf.0)’ 

Then the product Sq(R).Sq(S) is given by 

Thus Sq(T) is a summand of Sq(R)Sq(S) _ a(T) is odd, where a(T) is the number 

of matrices X E XR,s with T(X) = T and bl(X) = 1 (mod 2) for all 1. Rather than 

trying to construct such matrices one by one, it is often advantageous to translate the 

question into the language of combs and invoke the bundle and partition structures 

described above. 

3.2. Interpretation of Milnor’s formula 

Fix R and S, and suppose that X E X R,S with T(X) = T. The matrix X is associated 

not only to the comb C(T) but also to the partitioned comb PCx(r) which for all i, j 
has xi,j teeth of length i + j and partition number j. 

Example. Let R = (14,15) and S = (8,4). Below are pictured a matrix X E XR,s with 

T(X) = (3,6,4,2) and the associated partitioned comb Xx(T). 

* 1 10 .‘. 

24 1 O... 

I. 1 

lii11iiiiiiii ii ---- --- 
1 3 2 0 ... _l_lllll 1111 11 

- -. 
0 0 0 0 *.f iill 11 

1 1 . . . . . . . . . . . . . . 

Observe that bz(X) = bs(X) = 0 (mod 2), and that the partition indicated is not 

compatible with the canonical bundle structure Cb(T). 

We view Xx(T) as the result of suspending bundles of teeth of C(R) below teeth 

of C(S) of appropriate length. That is, a tooth of length i + j and partition number 

j is obtained from a tooth of C(S) of length j by appending a bundle of 2j teeth of 

length i of C(R). Eqs. (2) and (3) guarantee that the first part of the partitioned comb 

Xx(T) is exactly the comb C(S) and the second part of PCx(T) is a (bundled) comb 

for R. Conversely, any partition of C(T) whose first and second parts are combs for S 

and R respectively is readily seen to be KY(T) for some Y E XR,s with T(Y) = T. 

Recall now from Section 3.1 that Sq(T) is a summand of Sq(R)Sq(S) u there is 

an odd number a(T) of matrices with T(X) = T for which the multinomial coefficients 

bl(X) f 1 (mod 2) for all 1. In the context of partitioned matrices, these multinomial 

coefficients arise naturally. As discussed in Section 1, bl(X) is odd when each power 

of 2 in the binary representation of the sum t[ = C~=oXi,~-i occurs in the binary 

representation of exactly one of the xi,l_i. But these powers of 2 are exactly the sizes 
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of the generalized teeth of length I in the canonical bundle C,,(T). Therefore the above 

condition may be rephrased as the requirement that the generalized teeth of length 1 

of C-,(T) can be divided into 1 groups in such a way that the sizes of the teeth in the 

ith group add up to Xi,l-i. In the notation of Section 2.3, this is the case for all 1 _ 

the partition structure of Xx(T) is compatible with the canonical bundle structure 

on C(T). Accordingly the number a(T) is exactly the number of partitions of the 

canonical comb Cb(r) whose first parts are combs for S and second parts combs for 

R. This proves the following theorem: 

Theorem 3.1. With notation as above, the Milnor element Sq(T) is a summand of 

the product Sq(R).Sq(S) M there is an odd number of partitions of the canonical 
comb Cb( T) whose first parts are combs for S and whose second parts are (bundled) 
combs for R. 

Such partitions can be easily read from the picture of G,(T) if the numbers involved 

are small or if T is of a special form. 

Example. We illustrate the situation when R = (8,0,0,1,1), S = (0,2,0,2), and T = 
(0,0,2,3,1). In this case there is only one partition of Cb(T) with appropriate first and 

second parts: 

oioi 
1 1 1 1 

1111, 

iii i 

11 

so that Sq(T) is indeed a summand of Sq(R) .Sq(S). On the other hand, for R’ = (8,8, 

2,2), S’ = (1,2, l), and T as above, there are two partitions of Cb(T) with appropriate 

first and second parts: 

0101 0101 

1 1 1 1 ii ii 
1 1 1 1 and 1111, 

iiii 1 1 1 1 

1 1 1 1 

so that Sq(T) is not a summand of Sq(R’).Sq(S’). 

3.3. Multiplication and the canonical antiautomorphism 

Let x denote the canonical automorphism of d(2), and let r and s be integers. 

The comb method lends itself particularly well to identifying terms of the product 

X[Sq(r)] . x[Sq(s)]. Recall from Section 1 that for any integer w, x[Sq(w)] is the sum 

of all Milnor basis elements of dimension w. Thus an element Sq(T) of dimension 
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r + s is a summand of X[Sq(r)] . x[Sq(s)] _ Sq(T) is a summand of Sq(R’).Sq(S’) 
for an odd number of pairs (Sq(R’),Sq(S’)) of Milnor elements of dimensions r and s 

respectively. In terms of combs, the condition is as follows: 

Theorem 3.2. With notation as above, the Milnor element Sq(T) is a summand of the 

product X[Sq(r)] . x[Sq(s)] w there is an odd number of partitions of the canonical 
comb Cb(T) whose first parts have weight s and second parts weight r. 

As an illustration, we use the comb notation to verify a particular case of 

Conjecture 4.2 of [5], which arises in the study of the image of the Steenrod algebra 

action on Fz[nl , . . . ,xs]. First, some terminology: Recall from Section 1 that given a 

positive integer f, p(f) is defined to be the number of summands in the most efficient 

way of writing f as a sum of integers of the form 2’ - 1. In [6], Singer observes that 

for any f there exists a unique set of integers 1 5 q1 5 q2 < q3 < q4 < . . < 

qr(f) = [log,(f + l)] such that f = x$(24/ - 1). Define the sequence A&(f) = 

(1121,...,rn[log,(f+l)l) Y b letting rni be the number of qj’s equal to i. Then Sq(Mo(f )) 
has excess p( f ), the minimal excess among Milnor basis elements of dimension f, 

which is to say among the summands of x[Sq(f)]. 
For s > 0, let MS(f) = ((2’+l - l)m1,(2~+’ - l)mz,. . .,(2$+’ - l)m,(f)). Clearly 

Sq(&(f)) has dimension (2Sf1 - 1)f and excess (2Sf1 - l)p(f). In Conjecture 3.3 it 

is claimed that Sq(M,(f )) is a summand of an element of particular importance with 

respect to the A(2)-action on Fz[.x~ ,. . . ,xJ [5], and moreover that (2’+’ - 1)&f) is 
minimal among the excesses of such summands: 

Conjecture 3.3 (cf. Silverman [5]). For any integers f > 1 and s > 0, 

(a) Sq(M,(f)) is a summand of X[Sq(2’f)...:Sq(2f).Sq(f)]. 
(b) The excess ex(X[Sq(Tf) . . . . . Sq(2f) . Sq(f )]} = (2s+* - 1 )p( f ). 

For the case s = 0, f arbitrary, Part (a) is immediate from Milnor’s description of 

x[Sq(f )] in [4], and Part (b) is exactly Proposition 6 of [2]. In view of the previous 

discussion, the case s = 1 may be restated as follows: 

Conjecture. (a) The canonically bundled comb Cb(Ml(f )) of M,(f) admits an odd 

number of partitions whose first parts have weight 2f. 

(b) Let K be a comb of weight 3f in canonically bundled form, and suppose 

that K admits an odd number of partitions whose first parts have weight 2f. Then 

ex(K) > 3,u(f). (Note that it follows immediately from the hypotheses that ex(K) 2 

I and ex(K) > I.) 

The case (s,f) = (1,5) is shown below. To verify Part (a), observe that Cb(Mr(f)) 

admits exactly one partition whose first part has weight 10: 

OOOT 
Oil 1. 

I 1 
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To verify Part (b), observe that &2f) = 2 and 3p(f) = 9, so we need only check 

that the canonically bundled combs of weight 15 and excess 3, 5 and 7 all admit an 

even number of partitions whose first parts have weight 10. There are five such combs: 

T (L&2) (2,&l) (035) (394) (5,1,1) 

10 001 10 100 1011 

K(T) 
1 111 10 10 011 

1 1 1 1 1 1 1 

1 1 1 

Of these five, the first four admit no partitions of the desired form, and the fifth admits 

two, 

To11 ioi i 

011 011 
1 r 

and 
1 1’ 

Thus Part (b) of the conjecture is verified for (s, f) = (1,5). 

Using the analogous theory of combs whose teeth are ordered, one arrives at the 

following simpler if less tractable version of Part (b) of the conjecture for the case 

s= 1: 

Conjecture. Let f 2 1 be an integer and suppose that H = (hr, . . . , h,) is a t-tuple 

of positive integers such that 3 f = Gf=l(2h1 - 1). Let L(H) be the set of t-tuples 

(1 1,. . . , It) for which 0 5 Zi 5 hi for all i and ciZ,(2’1 - 1) = 2 f. Then the cardinal@ 

of L(H) is even if t < 3p(f). 

3.4. Products of several elements 

The notion of partitions can easily be generalized to permit a characterization of the 

Milnor basis elements which appear as stmunands of a product Sq(R,) . Sq(R,_I ) . . . . . 
Sq(R,). For n 2 2, we define an n-partitioned comb K to be one in which each tooth 

is divided into n parts, some possibly empty, by n - 1 horizontal lines. That is, to each 

generalized tooth z of length 1 and size 2” is assigned an (n - 1)-tuple of integers with 

0 I rc,(z) < 712(r) I ..’ 5 rc,_r(r) 5 1. Let rts(r) = 0 and n,(z) = I for all z. The 

ith part of K, 1 5 i < n, is obtained by replacing all the l’s in each z except those 

in rows c + ni-r(r) through c + ni(r) - 1 with 0’s. Thus 2-partitions are the familiar 
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partitions of Section 2.3. In this picture, we show a 4-partitioned bundled comb whose 

third part is outlined: 

0 100 0 i 

ii0 i i 

To 11 
0 

q=qi_m 

1 1 1 

B 

03 

1 T i 
1 

Straightforward inductive arguments based on the reasoning of Sections 3.2 and 3.3 

establish the following generalizations of Theorems 3.1 and 3.2 respectively: 

Theorem 3.4, With notation as above, the Milnor basis element Sq(T) is a summand 

ofsq(RI1).Sq(R,-l).... . Sq(R1) u there is an odd number of n-partitions of Cb(T) 
such that the ith part is a (bundled) comb for Ri for all i. 

Theorem 3.5. Given any positive integers WI,. . . , w,,, the Minor basis element Sq(T) 

is a summand of x[Sq(w,)] . x[Sq(w,_l)] . . . . . x[Sq(wl )] _ there is an odd number 

of n-partitions of Cb(T) such that the ith part is a (bundled) comb of weight wi for 
all i. 

PART II. MANIPULATION OF ADEM RELATIONS 

4. Coefficients in the Adem relations 

Recall that in addition to the Milnor basis, d(2) has an additive basis consisting of 

admissible elements, i.e. products Sq(al) . ..Sq(a.,) with a, > 2a,+l for I<rln-1 

and a,, > 0 if n > 1. Inadmissible products are expressed in terms of admissible ones 

via the Adem relations [l]: if a < 2b then 

Sq(a).Sq(b) = E ( “,--’ 2yi)Sq(a + b - j) . SqG). 
j=O 

(4) 

We refer to the right-hand side of (4) as the Adem expansion of the inadmissible 

product Sq(a).Sq(b). In Sections 46, we analyze the binomial coefficients in (4) and 

develop a method of computing whole families of related Adem expansions at once. 
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Recall from Section 1 that the binomial coefficient 

n 0 P 
is odd _ n + p. 

For fixed a and b, let J(a, b) be the set of integers j for which the coefficient 

in (4) is odd. In order to study the set J(a, b), it will be convenient to think of this 

coefficient as determined not by the two variables a and b but rather by the single 

variable b - [u/2] - 1. We do so as follows. For positive integers F, define 

.,,,-(,E~N : ( :‘lF) ~1 (mod,)}; 

K’(F) = k E K(F) : 1 ik+Fzl (mod2) . 
1 

The elements of these sets will be discussed in detail shortly. 

Given an inadmissible Steenrod element Sq(u) . Sq(b), let 

a’ zzz 
{ 

U a even 

u-l a odd 

and define the integer F = F(u, b) 2 0 by F = b - a’/2 - 1. Finally, let 

‘CT(~)= {k E K”(F) : k 5 a’} 1 

{k E K(F) : k <a’} a even 

a odd. 

We claim that whatever the parity of a, 

j E J(u, b) w a’ - 2j E K,[F(u, b)], 

so that (4) becomes 

%(a). Mb) = c rdk) 

~EKam4b)l 

where 

r&k) dAf Sq a + b - 

Indeed, if a is even, we have 

(5) 

(6) 

(7) 
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so the claim follows immediately from the definitions of J(a, b) and X0(F). 

we have 

If a is odd, 

As a’ + 1 - 2j is odd, the requirement that the right-hand coefficient be odd amounts 

to requiring that both 

(y;F) and (y+F) 

be odd. These conditions along with 0 5 a’-2j 5 a’ say exactly that a’-2j E K,(F). 

Eq. (7) implies that for fixed F, the Adem relations of inadmissible products Sq(a). 

Sq(b) with F(a, b) = F are closely related to each other. Indeed, the condition 

ik + F 3 k ensures that all elements of K(F) are < 2F, so that K,(F) = K(F) 

for a _> 2F. For a in that range, the Adem relations for all Sq(a)Sq(b) with F(a, b) = 

F have the same number of summands parametrized by the same values of k. One 

might think of such a as being in the “stable range” for F. As a decreases be- 

low 2F, the summands ra,b(k) for larger values of k E K,(F), i.e. those sum- 

mands with smaller second factors, cease to appear in the Adem expansions of 

Q(a).%(b). 

5. The sets K(F) and K”(F) 

We now develop notation for describing the sets of the previous section. For any 

integer G whose binary representation is yp . . . ylyo, write Gl’l, 0 5 i 5 p for the trun- 

cation yi . . ’ y1 70. Let F and k be integers with binary representations f T f T- 1 . ’ . f 1 f 0 
and rc,rc,_i . . . lcllco respectively, and suppose that k E K(F), so that ik + F $i k for 

all 0 5 i 5 6. Observe that 

k 
~+F%ik~~i+l+fi+ 

FL’-‘1 + /pip ) 

2’ 1 / K,. 
If Ki = 0 this condition is empty; Ki+i can be either 1 or 0. If Ki = 1, then Ki+i is 

determined by 

Ki+l E fi+ 
p- 11 + @‘l/2 

2’ 1 + 1 (mod 2). 

Let 1 5 p1 < . . . < pnF = z + 1 be the set of indices for which f p, # f PI_ 1. One 

easily checks that cZ&,2i E K(F) for 1 5 1 5 nF and pI_* + 1 < g1 < pI. In the 

statement and proof of Proposition 5.1, we write SC for C&,2’. 
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Proposition 5.1. Each k E K(F) is a linear combination ~&&&’ for some E[ = 

0,l and some ~1-1 + 1 I gl 5 PI, with the condition that gl > pI_l + 2 when 
El = El-1 = 1. (Of course gl is unique if E[ # 0.) 

PrOOf. Let k E K(F). We prove by induction on 1 5 nF that for 1 5 i 5 I there 

exist gi and Ei such that k[Pll = &E+S~ (resp. k[P’+‘] = cf=,~&’ if E/ = l), and 

moreover that 

[ 

FlP/l + /$“+‘1/2 

2pi+1 = 1 0. 

Case I = 1: Let k E K(F). If k E 0 (mod 2J’l+‘), then take cl = 0 and g1 = pl. 
Otherwise there exists gi, 1 5 gi 5 ~1, such that Kj = 0, 0 5 j < g1 and rcg, = 1. 

We claim that k[pl+‘] = Si’, i.e. that Icj = 1 for gi 1. j < p1 and that JC~,+~ = 0. We 

show first that whether fp, = 1 or 0, we have 

[ 

Fli-11 + ,@I/2 

2j 1 =2 fp, + 1 

for gl I j 5 ~1, where -2 denotes congruence modulo 2. Indeed, 

remaining rem, gl + 1 L m I pl may turn out to be, we always have 

2j+’ - 2g’. If fp, = 0, then f,,, = 1 for m < pl, so F[j-‘] = 2j - 1 for 

(9) 

whatever the 

29’ 5 k[jl 5 

91 li L PI. 

Thus F[j-ll + k[j1/2 > 2j - 1 + 281-l > 2j. On the other hand, if fp, = 1 then 
F[j-11 = 0, so F[j-11 + k[jlp 5 (2j+l _ 291 )p 5 2j. 

We now prove the claim. If gt = ~1, then (8) and (9) give 

Kp,+l =2 fp, + 
F[Pl--11 + k[Pd/2 

2PI 1 +1=20 

as desired. If gi < ~1, then fj -2 1 + fp, for gi < j < p1 - 1. Repeated application 

of (8) and (9) gives 

Kj+lE2fj+ 
F[j-11 + /&l/2 

2-i I 
$1 

=:! 1 + fp, + 
[ 

F[jF11 + piI/ 

2i I 
fl-21 g1lj<p1-1; (10) 

Kp,+l =2 0. 

Whether f,, = 1 or 0, we have F [PII + k[P’+ll/2 < 2P1 + @PI _ 291-l) < 2~1+1, so 

[ 

F[P’I + k[P’+‘l/2 

2p1+1 = 1 0. 

This proves the inductive claim for 1 = 1. 

General Case: Now let k E K(F) and 2 5 1 5 n, and assume inductively that there 

exist Ei and gi such that k[P’] = c;=lEiSg (resp. k[J’~+ll = xf,leisg if E[ = 1). 

Assume moreover that 

F[Pfl + ,$P’+‘l/2 

2pi+1 = 1 0. 



316 J. H. Silverman I Journal of Pure and Applied Algebra Ill (1996) 303-323 

If ‘ci = 0 for PI + 1 I j <_ PI+,, we take ~l+t = 0 and gl+, = pI+,. Othem& 

there exists gl+l, PI + 1 I gl+, L pI+, (resp. PI + 2 5 gr+l I p1+1 > such that 

Ici = 0, PI + 1 5 j C: gr+l (resp. PI + 2 5 j < g1+1) and rcgr+, = 1. 
We show as before that 

[ 

j7L-rl + j&A/2 

2i I 
32 1 + f,,,, for a+, I j I PI+,; 

the rest of the argument proceeds as in the case 1 = 1. Write 

j-l j-l 

P-l’ + U/2 = c fmY + c IC,+,y + @Ql + QP’+ll/2; 

m=p/+1 m=pr+l 

as both the summations are divisible by 2Pffl and F[PfI + @~/+11/2 < 2~1+1 by the 

inductive hypothesis, we have 

I. 
pi+1 regardless of what 

the Km turn out to be. If f,,,, = 0, then ci,~~,+, fm2m = $--i,, so 

If on the other hand fp,+, = 1, then Ck;k,+, f,,,Y = 0, SO 

=,?!+,fm2m + 2p,+l“,+12m = 
~;~=lp,+,,‘,,,+12m 

2j 1 [ 21 I[ - 2 < - $,‘, 1 =o. 
The argument from the case I = 1 now applies to show that Kj = 1, gl+, < j 5 pI+l 

and IC~,+,+~ = 0. 

Finally, whether f,,,, = 1 or 0 we have 

F[P/+11 + /gP’+I+ll/2 1 [ = c:=+;,+,f rnzm + cl’!;,,, K,+,2m 

2pi+1+1 2p/+1+1 
I 

This completes the inductive step and proves the proposition. q 

As P(F) = {k E K(F) : ik + F E 1 (mod 2)}, we have the following corollary: 

Corollary 5.2. With notation as above, 

K’(F) = 
{C;,I~~S~ : gl > 2 if&l = l} F z 1 (mod2) 

{C;,tE$Sq( : El = l,Yl = l} F s 0 (mod 2). 
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6. Computation of Adem relations 

Proposition 5.1 suggests that the fewer the alternations between l’s and O’s in the 

binary representation of F, the simpler the Adem expansions of inadmissible products 

Sq(a) . Sq(b) with F(a, b) = F. As an illustration of the technique we verify two 
i 

families of Adem relations in which the F’s are of the form 2’- 1 = m. The first 

of these generalizes the familiar relation Sq(2a) . Sq(2’) = C~$7q(C~z82i) . Sq(2fi); 

the second will be used in Section 7 to put constraints on the Milnor basis elements 

occurring as summands in X[Sq(2f).Sq(f)]. I n what follows, we use the conventions 

that Cy!,2’ = 0 if IZ > m and Sq(n) = 0 (f Sq(0)) if n < 0. 

Theorem 6.1. Let c1 2 0 and c be integers. Then 

a-1 

Sq(2c + 29 . Sq(c + 27 = c Sq(2c + c;$‘) . Sq(c + 29. 
p=o 

(11) 

Proof. Let a = 2c + 2’ and b = c + 2a. 

Case CI = 0: In this case a = 2b - 1, and it is well known (or easily verified using 

the above techniques) that Sq(2b - l)+Sq(b) = 0 for all b. 

Case CI = 1: In this case F = F(a, b) = c + 1 - (c + 1) = 0, so the only possible 

values for k and 2j are 0 and 2c + 22 respectively. Thus Sq(2c + 22).Sq(c + 2) = 

Sq(2c + 3).Sq(c + 1) as claimed. 

Case c1 > 2: In this case a is even and F = 2”-’ - 1, so a > 2F and P&(F) = K(F). 

From Proposition 5.1 and Eq. (6), we have that the possible values for k E K,(F) and 

j E J are 

u-l 

k = C 2’, l</?<or and 2j=2c+2b, l<Pla. (12) 
i=/3 

These values of 2j correspond exactly to the summands on the right in (11). 0 

The left-hand factor Sq(2c + 2a) of the inadmissible product considered in 

Theorem 6.1 is in the stable range for F = 2a-’ - 1, and so the summands of the Adem 

expansion may be described in terms of a parameter /3 which depends on CI alone. In 

the next computation the left-hand factor is not in the appropriate stable range, so the 

summands of the expansion depend on that factor as well as on CX. 

Given any integer f, define integers n(f) and n(f) as follows: 

A(f) = ms,(f + 1 >I 
A(f)= { A(f) + 1, f = pm - 1 

min{M : f 2 x:$)2’} f not of the form 2” - 1. 

That is, 2”(f) - 1 2 f 5 2”(f)+’ - 2, and if f # 2 “(f) - 1 then the coefficients of the 
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binary representation f = Cz{)Ei2’ satisfy 

C 

1 J(f) 5 i 5 A(f), 
Ei = 0 i = J,(f) - 1. ’ 

When f is fixed, we write /i and 1 for n(f) and n(f). 

Theorem 6.2. The following Adem relation holds for any integer f 2 1: 

Sq(2f - ci/l,02’). Sq(j-) = n$sq(Zf - C&‘2’) . Wf - c:,2’). (13) 

Proof 

Case f = 2” - 1: In this case both sides of (13) are 0 by convention. 

Case f # 2” - 1: This time a = 2f - cL02i is odd, and 

F=E(a,f)=f-1-q =2”- 1. 

The possible values of k E K(F) are 

k = $2’, 1<p</i+1. 
i=jT 

By the definition of A we have 

a = 2f - (2”+’ - 1) 5 2(2”+’ - 2) - (2”+’ - 1) < 2F 

so a is not in the stable range for F; one easily checks that 

Thus the possible values of 2j are 2f - C:‘=+,‘, 1 + 1 5 /? < /i+l. These values 

correspond exactly to the summands on the right in (13). 0 

Note. One may regard the terms on either side of (13) as representing all possible 

ways to split the sum C&2’ as Cr!012i + C,“_,2’ in such a way that the differ- 

ences 2f - CFIO’oli and f - x:=,2’ are both positive. Only when the entire sum is 

subtracted from 2f is the associated product inadmissible. 

Using the techniques of this section and exploiting the relationship between the 

Adem expansions of inadmissible products Sq(a) . Sq(b) and Sq(2a) . Sq(2b), one 

may with difficulty prove the following generalization of Theorem 6.2. In the state- 

ments of Theorem 6.3 and Conjecture 6.4, we continue to use the conventions that 

CyZ,2i = 0 if n > m and Sq(n) = 0 if n -c 0. Both the theorem and the con- 

jecture may be interpreted along the lines of the note following the proof of 

Theorem 6.2. 
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Theorem 6.3. Let f 2 1 and define A = A(f) and 1 = A(f) as in Theorem 6.2. 
Then for all s > 1, the following equality holds: 

( A is 
c 

p=l+s- 1 
Sq(2sf - C;:;_12k). Sq(2s-1f - C;:;-l29 

) 

It seems likely that the same methods could be used to establish yet a further 

generalization of Theorem 6.2, but so far the bookkeeping difficulties have proven 

insurmountable. We state this generalization as a conjecture: 

Conjecture 6.4. With notation as above, let 0 5 w 5 u 5 s. Then 

( 
CSq(2S f - c;&‘2’) . Sq(2$-1 f - c;$29 . Sq(2”_2 f - C&*‘Zi) 

. .,. . . Sq(2” f - ~$;_v2i,) Sq(2”_‘f) . Sq(2”-2 f) . * . . . . Sq(f) = 0, 

where the left-most sum is over all sequences w 2 pi < p2 5 . . . 5 ps-” 5 _4 + v + 1. 

PART III. APPLICATION 

7. Summands of x[Sq(2sf) - . . . - Sq(2J) - Sq(f)] 

In this section, we use the techniques developed in Parts I and II to prove a special 

case of the following conjecture (cf. Conjecture 3.3). Recall from Section 6 the notation 

n = A(f) = W%,(f + 111. 

Conjecture 7.1. Let s 2 0 and f 2 1 be integers, and suppose that Sq(rl,. . . ,r,) is a 

summand of x[Sq(2’f) . . . . . Sq(2f). Sq(f )]. Then Yi = 0 for i 2 n + 1. 

In view of Theorem 3.5, the conjecture may be restated in terms of combs as follows: 

Conjecture 7.1’. Let s 2 0 and f 2 1 be integers. Let R = (rl,. . . ,I-~) with 

C:,,Yi(2’ - 1) = (2S+’ - 1 )f, and suppose that the canonically bundled comb G,(R) 
admits an odd number of (s + 1 )-partitions whose ith parts have weight 2’-‘ f for 

l<i<s+l.Thenri=Ofori>A+l. 

That is to say, the combs associated to summands of x[Sq(2’f). . . . Sq(2 f ). Sq(f)] 
are conjectured to be no longer in the tooth than are those associated to summands of 

xPq(f )I. 

Theorem 7.2. For all f 2 1, Conjectures 7.1 and 7.1’ are true when s = 0 and s = 1. 

Proof. The conjecture for s = 0, f arbitrary is true for dimension reasons. In the proof 

for (1, f) we identify C(T) with Sq( T) for all T = (tl, . . . , t,), so that in particular 
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addition is defined on combs, and we may speak of combs as summands of X[Sq(2f). 

Sq(_f )I. 
Suppose then that C(R) is a summand of X[Sq(2f) +Sq(f)]. Its weight satisfies 

x(2’ - l)q = 3b < 3(2”+’ - 1 ), so that ri = 0 for i > LI + 3 and r4,~ 5 1, 
rA+l 5 2. We show first that r/1+2 = 0. Suppose on the contrary that r/1+2 = 

1, so that the canonical comb Cb(R) has a tooth rAf2 of length n + 2 and size 
1. Choose any 2-partition of Cb(R) such that the first part has weight 2f and the 
second part f. If the partition number r~(@+~) of rA+2 is _< n + 1, then the sec- 
ond part of the partition has weight 2 2”+’ > f, which is impossible. On the 
other hand, if rt(r A+2 - n + 2, then the first part of the partition has weight 2 ) - 
2”-+2 - 1 > 2f, which is also impossible. Thus there are no 2-partitions of C&(R) 
for which the first part has weight 2f, and so by Theorem 3.2 Sq(R) is not a sum- 
mand of x[Sq(2f). Sq(f)]. This contradicts the assumption, so r/1+2 must be 0 after 
all. 

The same argument may be used to show that 

m+i 1 =o f=2”-1, 

51 f#2”-1. 

This proves the case s = 1 for f of the form 2” - 1 and leaves only the possibility that 
f is not of this form and rA+l = 1. In order to eliminate this possibility, we introduce 
the following notation. 
Let ~‘7’ (resp. 71 ) r’,” denote a tooth of length I and size 2” (resp. with partition number 
z). As before, we write rf, for r, . ‘PO Given any comb C, let C $ ~‘3~ be the comb 
obtained from C by adding a tooth of length I and size 2’; if C is an ordinary (i.e. 
unbundled) comb and o = 0, then C $ r’ is also an ordinary comb. If C already 
has a tooth of length I and size 2”, then write C 0 &’ for the comb obtained by 
extracting that tooth. CP $ rfr” and 0 8 rf; are defined analogously for partitioned 
combs Cr. 

Given any two combs Ci and C2, evidently Ci $r@ = C2 $r’+’ u Ct = C2. More 
generally, for any set {Ci, . . . , Cn} of (non-trivial) combs, we have C~=,(Ci @ r’,‘) = 
0 * cy=iCi = 0. 

The underlying comb (resp. underlying bundled comb) of a partitioned bundled comb 
Cp is written UC’ (resp. &Cp). In particular, u(Cp @ rk) = UC’ @ r’. 

Let R’, i = 0, 1, be the set of canonically bundled combs of weight 3 f hav- 

ing r-A+1 = 2’, so that for dimension reasons each C E R’ has a tooth rA+l*j of 
length n + 1 and size 2’ and no other generalized teeth of length 2 n + 1. Let 
‘R”’ be the set of 2-partitioned combs CP with UCP E 77,’ whose second parts have 
weight f. By Theorem 3.2, the summands C(R’) of X[Sq(2f) . Sq(f )] having rh+i = 
1 add up to C CpERP oUCP. To prove Theorem 7.2, it therefore sufhces to prove 
that 

c UP =o. 
CPE’RP,O 

(14) 
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In order to study this sum, it is useful to sort the elements of 7?!‘,’ according to 

the partition number of the long tooth: for 0 5 rt < A + 1, let ‘R: i = { CP E 7?? i : 

TC(T”+‘,~) = 7~). Observe that 72;’ = 0 for 0 5 rc I A- 1, where 1 = A(f) = min{M : 

f 2 x2$2’} as in Section 6. Finally, for 1 5 rc < A + 1 let sP(n) be the set of 

2-partitioned canonically bundled combs whose first parts have weight 2f - Cizi2k 

and second parts f - C&2k. 

To each 0’ E Rc” is associated the 2-partitioned bundled comb 0 8 q!j+l E Sp(rt), 

which, as observed above, has no teeth of length 2 A+ 1. Conversely, each Kr E Sp(7t) 

having no teeth of length 2 A + 1 determines the 2-partitioned canonically bundled 

comb KP @ T:+’ E R$‘. The remaining elements of sP(n) - if there are any; there 

are none when 3b -c 2(2”+’ - 1) - have for dimension reasons exactly one tooth of 

length ,4 + 1, so are classified by the partition number of this tooth: for 0 2 p 5 A + 1, 

define S:(n) = {KP E sP(n) : T-c(T”+‘) = p}. We now have 

A+1 

=c c U(K”@z;l”) 
n=i KPESP(n) 

A+1 n+1 

+c c U(KP @ T;+’ )+xX c U(KPC@+‘). (15) 
n=l KKS,P(rr) n=l p#nKPEq(a) 

We proceed to show that each of these double sums vanishes. 

Since U(KP @ T:+‘) = U(KP) @ T”+‘, the first double sum in (15) vanishes if 

cz c KPESPcEjU(KP) does. By Theorem 3.2, we have 

c U(KP) =x Sq 2f -c2 

KPE‘syn) [ ( :: k, .sq(f-g2k)] 

for A 5 rc 5 ,4 + 1, after the identification of C(T) with Sq( T). Thus 

rn+l / n-l \ / A \l 

=x csq 2f -C2k 
I,=, L kzO Pq~f-~2kJ. 

(16) 
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But Theorem 6.2 of Part II implies that the sum in (16) vanishes. Thus the first double 

sum in (15) vanishes as well. 

As for the vanishing of the second double sum, observe that if KP E S:(n), then 

KP 8 rfl is a 2-partitioned canonically bundled comb all of whose teeth have length 

5 A. Thus the comb Kl dAf &(KP 8 T$‘) 63 @+‘,l IS also in canonically bundled form 

and in fact is an element of R ‘J Moreover, the partition structure of KP $ T:+’ = . 

(KP 8 ,i+’ @ r;+l) $ 71 rn+l induces the partition structure KF = (KP 8 T$‘) @ T$“,’ 

onKi,andKFER, cl. One checks easily that the map 

u{K” $ T;+’ : KP E S,‘(n)} - flR;* 
7( n 

KP @ 2;” - (Kp 8 T;+‘) @ T;Z+‘,~ 

is a bijection in which corresponding elements have the same underlying (ordinary) 

combs. Thus the second double sum in (15) satisfies 

n+1 A+1 

c c UWp @ T:+~)= c c U(P). 
n=i KPGs,P(n) IT=,? cp&. 

But the double sum on the right represents the sum of the Milnor basis elements 

Sq(G,..., tn+l) appearing in X[Sq(2f) . Sq(f)] for which t~+i = 2, and as we saw 

above there are no such elements. Thus the second double sum in (15) vanishes, and 

it remains only to show that the third double sum vanishes as well. 

Suppose KP E S;(n) for some p # rc. As before, KP 8 zpl is a 2-partitioned 

canonically bundled comb with teeth of length 5 LI. This time we have, for each 

(rc,p), a bijection 

KP - (Kp 8 T;+‘) @ z;+’ 

which amounts to changing the partition number of the tooth of length /i+ 1 from p to 

rc. Again, U(KP) = U(zKP), and so U(KP 8s ~t+l) = U(KP) @ ~“+l = U(zKP @ $+I). 

The third double sum in (15) therefore satisfies 

n=l pfn KPE‘sqj) 

n+1 

= c c c [U(KP @ 2;“) + U(zKP @ $+‘)I 

Thus the third double sum in (15) vanishes along with the other two, and so &pERp,O 

UC?’ = 0. By (14), this completes the proof of Theorem 7.2. 
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The proof that the first double sum in (15) vanished depended on Theorem 6.2. The 

generalization Theorem 6.3 leads to a stronger result: 

Theorem 7.3. Let s > 2 and f 2 1 be integers, and let A = [log2(f + l)]. If Sq(R) 

is a summand of X[Sq(2sf) . . . . . Sq(f)], then 

5 2s-’ - 1, 

{= 

lltls-1 
m+t 

0, t > s. 

Conjecture 7.1 itself would follow by a similar argument from Conjecture 6.4. 
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